In 1950, Vitalii Ginzburg and Lev Landau published their famous paper on the theory of superconductivity [1]. The approach was based on the general theory of the second order phase transitions proposed by Landau in 1937 [2]. There Landau introduced the main variable, the so called “order parameter” which was finite below the transition and zero above it. Different phase transitions had different order parameters, and whereas it was evident for, e. g., the ferromagnetic transition, namely, the spontaneous magnetization, it was far less evident for the superconducting transition. Ginzburg and Landau had a stroke of genius, when they chose, as the order parameter some sort of wave function. At that time nobody knew about Cooper pairs, and about their Bose condensate, where all particles become coherent, i. e. described by the same wave function. This assumption was the basis of the new theory, which managed to solve the main contradiction of the old theory by Fritz and Heinz London [3], namely, the positive surface energy. Besides it made many useful predictions, such as the critical magnetic field of thin films, the critical current in thin wires etc.

All these predictions required experimental verification, and my friend and University mate, Nikolay Zavaritskii, started to measure the critical field of thin films. Theory and experiment fitted perfectly, including the change of the nature of the transition: first order at larger thicknesses and second order at smaller ones. Everything seemed OK but Alexander Shalnikov, the boss of Zavaritskii was not satisfied. He said that the films used by Zavaritskii were bad, since they were prepared at room temperature. The atoms of the metal, evaporated on a glass substrate, could agglomerate, and therefore the film, actually consisted of small droplets. In order to avoid that, Shalnikov recommended to maintain the glass substrate at helium temperature during evaporation and until the measurements were finished. Then every metal atom hitting the surface would stick to its place, and the film would be homogeneous.

Zavaritskii followed this advice, and the result was a surprise: the dependence of the critical field on the thickness, or temperature (the theory contains the ratio of the thickness to the penetration depth, which depends on temperature), did not fit the predictions of the Ginzburg-Landau (GL) theo-
ry. Discussing these results with Zavaritskii, we couldn’t believe that the theory was wrong: it was so beautiful, and fitted so well the previous data. Therefore we tried to find some solution in the framework of the theory itself, and we found it. The equations of the theory, where all entering quantities were expressed in corresponding units, depended only on the dimensionless “material” constant, \( \kappa \), which was later called the Ginzburg-Landau (GL) parameter. The value of \( \kappa \) could be defined from the surface energy between the normal and superconducting phases. The latter, in its turn could be calculated from the period of the structure of the intermediate state. These data for conventional superconductors led to very small values of \( \kappa \), and therefore the calculations in the paper by Ginzburg and Landau were done for this limiting case. It was also established that with increasing value of \( \kappa \) the surface energy between the superconducting and normal layers would become negative, and since this contradicted the existence of the intermediate state, such a case was not considered.

Therefore, I decided to look what would happen, if \( \kappa > 1 / \sqrt{2} \), when the surface energy became negative. The transition in this case became of the second order for any thickness. The theory fitted completely Zavaritskii’s experimental data, and this led us to the conclusion that there exists a special kind of superconductors, which we called “superconductors of the second group”, with \( \kappa > 1 / \sqrt{2} \) and negative surface energy. Now they are called Type II superconductors. I published my derivation in the Russian journal Doklady Akademii Nauk SSSR in 1954 [4]. This was the first time when the Type II superconductors were introduced. Since, however, this journal was never translated into English, there is a considerable confusion on this point, and the most common is just a statement that “there exist two types of superconductors...”. In Russia the idea about Type II superconductors raised no objections, although such materials were considered, as exotic. In this connection it is worthwhile to mention that virtually all new superconducting compounds, discovered since the early 1960s up to the present time, are Type II superconductors. They include organics, A-15, Chevrel phases, heavy fermionic materials, fullerenes and high-temperature superconductors. One could say, that now Type I superconductors have become exotic.

After the work on films I decided to look what are the magnetic properties of bulk type II superconductors. It was definite that the transition to the normal state in magnetic field would be of the second order, and the transition point is defined by the condition of existence of a stationary infinitesimal nucleus. Such nucleation fields were actually defined in the GL paper. Their highest value corresponded in Type II superconductors to the so-called upper critical field \( H_{c2} \):

\[
H_{c2} = H_{cm} \kappa \sqrt{2} ,
\]

where \( H_{cm} \) is the scale of magnetic fields, and it is defined, as the critical field of a first order transition of a Type I (\( \kappa < 1 / \sqrt{2} \)) bulk cylinder in a longitudinal field.

At smaller magnetic fields one could imagine a linear combination of such
nuclei centered at different points. Due to the homogeneity of space, the solution has to be periodic. Taking into account the necessity to renormalize the vector potential one arrived at the following general expression for the order parameter:

$$\Psi = \sum_{n=-\infty}^{\infty} C_n \exp \left[ i \kappa n y - \frac{1}{2} \kappa^2 \left( x - \frac{kn}{k^2} \right)^2 \right]. \tag{2}$$

Here and further the coordinates are measured in units of the penetration depth, $\lambda$, and $k$ in $1/\lambda$. The free energy becomes:

$$\frac{\Omega - \Omega_n^{(0)}}{H_0^2 / 4 \pi} = B^2 - \frac{\kappa - B}{1 + (2 \kappa^2 - 1) \beta_A}, \tag{3}$$

where $\Omega_n^{(0)}$ is the free energy of a normal metal in zero field, $B$ is the magnetic induction (average field), measured in units $H_0 \sqrt{2}$, and

$$\beta_A = \left( \frac{\left| \Psi_0 \right|^2}{\left| \Psi \right|^2} \right)^{1/2}. \tag{4}$$

This dimensionless constant depends only on the geometry of the array, i.e., on the relative values of the coefficients $C_n$ in (2).

According to (3), the choice must be such that $\beta_A$ should be minimal. It can be shown that this minimal value is $\beta_A = 1.16$, and it corresponds to the following selection: $C_{n+4} = C_n$, $C_0 = C_1 = -C_2 = -C_3$ and $k = \kappa (\pi \sqrt{3})^{1/2}$. This function corresponds to a triangular lattice. A slightly larger value $\beta_A = 1.18$ characterizes the square lattice with equal coefficients $C_n = C$ and $k = \kappa (2 \pi)^{1/2}$. In the latter case it is easier to illustrate the properties of the solution. It can be represented as a theta-function, namely,

$$\Psi = C \exp \left[ -\frac{1}{2} \kappa^2 x^2 \right] \theta_1 \left[ \sqrt{2 \pi} \kappa (x + iy) \right]. \tag{5}$$

Using properties of the theta-function it can be shown that under rotation of the coordinate systems by $\pi/2$ the function $\Psi$ is only multiplied by a phase factor $\exp(i \kappa^2 xy)$. Thus $|\Psi|^2$ has a symmetry of a square lattice.

At points $x = (\sqrt{2\pi}/\kappa) (m+1/2)$, $y = (\sqrt{2\pi}/\kappa) (n+1/2)$, $m$ and $n$ – integers, the function $\Psi$ vanishes. Near these points in polar coordinates

$$\Psi \approx |\Psi|^2 e^{i \chi} \propto x + iy = \rho e^{i \alpha}. \tag{6}$$

The phase $\chi = \varphi$, and hence, it changes by $2\pi$ along a contour around the zero of $\Psi$. A similar situation takes place in the case of a triangular lattice. A natural question appears; how did it happen that the solution has these points? We just took a linear combination of the simple solutions, centered at different points, and the appearance of the zeroes with phases changing by $2\pi$ happened “by itself”. In order to explain their appearance we have to take into account that in the GL equations the magnetic field is represented by the vector potential. If, on the average, the magnetic field is constant, the vector potential has to grow with coordinate. Since, however, the absolute value of the
order parameter cannot have a systematic growth, the growth of the vector potential has to be compensated. This can be done by the phase of the order parameter.

If the phase is taken into account, i.e. $\Psi = |\Psi|e^{i\chi}$, then $\chi$ enters the GL equations in the following combination with the vector potential:

$$\mathbf{A} = \frac{\hbar c}{2e} \nabla \chi \quad (7)$$

Consider the behavior of the complex order parameter in the coordinate plane (fig. 1). In order to define the phase unambiguously, branch cuts are introduced into this plane, going through the zeroes of the order parameter parallel to the y-axis.

If we move along the left shore of such a branch cut, the phase varies according to the formula

$$\chi_{\text{left}}(y) = \chi_{\text{res}} - \frac{\pi}{a} \frac{y}{a},$$

where the first term is the regular part, and the second is due to the rapid change of the phase in the vicinity of a zero of $\Psi$; $a$ is the period. Along the right shore it changes according to the formula

$$\chi_{\text{right}}(y) = \chi_{\text{res}} + \frac{\pi}{a} \frac{y}{a}. $$

From these two expressions it can be concluded that the gradient of the phase has a discontinuity at every branch cut:

$$\Delta \left( \frac{\partial \chi}{\partial y} \right) = \frac{2\pi}{a}. \quad (8)$$

If the magnetic field is directed along $z$, and we chose $A_z = Hx$, then the compensation of the growth of the vector potential, according to (7), can be achieved, if $Ha = \frac{\pi \hbar c}{ea}$ or
\[ a = \sqrt{\frac{\pi \hbar c}{e H}}. \]  \hspace{1cm} (9)

It follows
\[ Ha^2 = \frac{\pi \hbar c}{e} = \Phi_0. \]  \hspace{1cm} (10)

From these formulas two conclusions can be made: a) the period of the structure grows with decreasing magnetic field, and b) the flux of the magnetic field through one elementary cell is a universal constant, which is called "magnetic flux quantum". It is equal to \(2.05 \times 10^{-7} \text{ Oe} \times \text{cm}^2\) and was first introduced by F. London in 1950 [5].

The increase of the period with decreasing magnetic field happens not only close to \(H_{c2}\) but also at any field. Indeed, the reasoning, leading to fig. 1 and corresponding conclusions, remains justified, except that the vector potential is no more a linear function of the coordinate, and the compensation condition has to be reformulated. This leads to the substitution of the magnetic field by its average value \(B = \frac{1}{a^2} \int_0^a f H dx dy\). Hence, we get the same result, as before, with \(B\) instead of \(H\).

From this it can be concluded that even far from \(H_{c2}\) the period of the structure increases with decreasing magnetic field and its value, \(H_{c1}\), at which \(B = 0\), or \(a = \infty\) is the boundary between a purely superconducting phase and the phase with a partial penetration of the magnetic field, which I called "mixed state". The boundary with the purely superconducting phase corresponds to the magnetic field
\[ H_{c1} = \frac{H_{c2}}{\kappa \sqrt{2}} (\ln \kappa + 0.5) \]  \hspace{1cm} (11)

According to (1) with increasing \(\kappa\) the upper critical field \(H_{c2}\) grows, and simultaneously the lower critical field \(H_{c1}\) decreases.

Since the distance between the zeros of \(\Psi\) becomes infinite at \(H_{c1}\), in its vicinity it is large, and only one such point can be considered. According to the GL theory the current can be written in a form
\[ j = \frac{\hbar c}{m} | \Psi |^2 \left( \nabla \chi - \frac{2e}{\hbar c} A \right). \]  \hspace{1cm} (12)

In the vicinity of \(\Psi = 0\) \(\chi = \phi\), and \(\nabla \chi\) has only the \(\phi\)-component, which is equal to \(\frac{1}{\rho} \frac{\partial \phi}{\partial \rho} = \frac{1}{\rho}\). Hence it is much larger than the second term in (12), and the current forms a vortex. In the general case these vortices form a lattice. The lines of the current in the vicinity of \(H_{c2}\) are presented at fig. 2.

A very similar structure has the triangular lattice, which for an isotropic model has a slightly lower energy. Since the energy difference is very small, in real substances the crystalline symmetry can make the square lattice more favorable. Due to this structure, the mixed state is sometimes called "the vortex lattice phase".
In the microscopic Bardeen-Cooper-Schrieffer (BCS) theory, as well as in the GL theory, which, as shown by Gor’kov [6], is the limiting case of the BCS theory at \( T \to T_c \), there exist two characteristic lengths: the smaller “coherence length” \( \xi \), which is the size of a Cooper pair, and the larger “penetration depth” \( \lambda \). The GL parameter \( \kappa \) is, essentially, their ratio. For a pure superconductor at \( T \to T_c \)

\[
\kappa = 0.96 \frac{\lambda}{\xi_0},
\]

where \( \lambda_L = (mc^2/4\pi ne^2)^{1/2} \) is the London penetration depth (\( n \) is the electron density), and \( \xi_0 = 0.18 (h\nu/T_c) \) is the coherence length at \( T = 0 \) (\( \nu \) is the electron velocity). In the case \( \kappa \gg 1 \lambda \gg \xi \) (extreme type II, or London type, superconductor) every vortex has a “core” of the size \( \xi \), where the order parameter varies rapidly, and the outer region of the size \( \lambda \) where the magnetic field decays to zero. According to formula (6), in the vicinity of the vortex axis the order parameter grows linearly with distance. The vanishing of \( \Psi \) at the center is due to the fact that this is the only way to avoid ambiguity of \( \Psi \). Beyond distances of the order of \( \xi \) the order parameter approaches the equilibrium value at zero field. The overall shape of the behaviour of the order parameter and magnetic field in a vortex is presented at fig. 3.

\[
\text{Figure. 2. The lines of current coinciding with the lines of constant } |\Psi| \text{ for a square lattice.}
\]

\[
\text{Figure 3. The plot of the magnetic field (bulk line) and } |\Psi| \text{ in a vortex.}
\]
The theory permitted also to define the macroscopic characteristics, namely, the dependence of the magnetization on external field. The latter is presented at fig. 4 for different values of $\kappa$.

For $\kappa < \frac{1}{\sqrt{2}}$ the dependence is a “triangle”, reflecting an ideal diamagnetism below $H_{cm}$ and no magnetization in the normal phase. At higher values of $\kappa$ the vortex phase appears, and with increasing $\kappa$ its lower boundary decreases, whereas its upper boundary increases. The limiting formula for the magnetization in the vicinity of the upper critical field is

$$-4\pi M = \frac{H_{c2} - H_0}{(2\kappa^2 - 1)\beta_1}. \quad (14)$$

I compared the theoretical predictions about the magnetization curves with the experimental results obtained by Lev Shubnikov and his associates on Pb-Tl alloys in 1937 [7], and there was a very good fit.

Here I would like to describe the situation with experiments. The magnetization of superconducting alloys was first measured by De Haas und Casimir-Jonker in 1935 [8], and they got a gradual transition from the superconducting to the normal state with two critical fields. They explained it by inhomogeneity of their samples. Shubnikov, who worked previously with De Haas, decided to make better samples, and his group annealed the alloys a long time at temperatures close to the melting point. After that the X-ray diffraction studies, performed at room temperature, did not show any inhomogeneity. Since the authors could not imagine another explanation of the gradual transition, they wrote in their paper that the precipitation of another phase must happen at lower temperature. Unfortunately, L. V. Shubnikov was accused of an attempt to organize an “anti-Soviet strike”, arrested and executed by the KGB the same year. I am sure that, given the opportunity, he would have discovered that there appeared a new phase, and that there exist a special kind of superconductors. I would like to pay here a tribute to Shubnikov, whose data gave me real inspiration. I have never met him but I heard about him from Landau, who was his close friend.

I made my derivation of the vortex lattice in 1953 but the publication was postponed since Landau first disagreed with the whole idea. Only after R. Feynman published his paper on vortices in superfluid helium [9], and Landau accepted the idea of vortices, he agreed with my derivation, and I
published my paper in 1957 [10]. Even then it did not attract attention, in
spite of an English translation, and only after the discovery in the beginning
of the 1960s of superconducting alloys and compounds with high critical
magnetic fields there appeared an interest in my work. Nevertheless, even
after that the experimentalists did not believe in the possibility of existence of
a vortex lattice incommensurable with the crystalline lattice. Only after the
vortex lattice was observed experimentally, first by neutron diffraction [11]
and then by decoration [12], (fig. 5) they had no more doubts. Now there
exist many different ways to get images of the vortex lattice. Apart from those,
which I mentioned, there are electron holography, scanning tunneling micro-
scopy (fig. 6) and magneto-optics.

Figure 5. First decoration picture of vortices by Essmann and Traeuble (1967).

Figure 6. Vortices in NbSe₂ defined by scanning tunneling microscopy (STM).
After that I made only one work on vortices, namely I defined the lower critical field of thin films and the vortex lattice in its vicinity [13].

Although I worked in many different fields of theoretical physics afterwards, superconductivity was my favorite. In the beginning of the 1960s we did several works together with Lev Gor’kov. These were based on his Green functional presentation of the BCS theory, which permitted to extend the microscopic theory to spatially inhomogeneous problems. We studied the behaviour of superconductors in a high frequency field (with I. M. Khalatnikov) [14], the role of magnetic impurities [15], where we discovered the so called “gapless” superconductivity, and managed to solve the mystery of the finite Knight shift at low temperatures, introducing the spin-orbit scattering [16].

After the discovery of the high-temperature superconductivity in layered copper oxides by J. G. Bednorz and K. A. Mueller [17] I became interested in their properties. There existed many different approaches to these unusual substances and virtually all of them postulated some exotic mechanism of superconductivity. I based my approach on the BCS theory taking into account the specific features of the electron spectrum, mostly, the quasi-two-dimensionality and the so called “extended saddle point singularities”, or “flat regions” in the electron spectrum [18]. Another idea was the resonant tunneling connection between the CuO$_2$ layers [19], which are responsible for conductivity and superconductivity. On this basis I was able to explain most of the experimental data about layered cuprates without dividing them into “good” ones, which should be mentioned on every possible occasion, and “bad” ones, which should be forgotten. As a result I can state that the so called “mystery” of high-$T_c$ superconductivity does not exist.

REFERENCES