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One of the main tasks for macroeconomists is to explain how macroeconomic aggregates—such as GDP, investment, unemployment, and inflation—behave over time. How are these variables affected by economic policy and by changes in the economic environment? A primary aspect in this analysis is the role of the central bank and its ability to influence the economy. How effective can monetary policy be in stabilizing unwanted fluctuations in macroeconomic aggregates? How effective has it been historically? Similar questions can be raised about fiscal policy. Thomas J. Sargent and Christopher A. Sims have developed empirical methods that can answer these kinds of questions. This year’s prize recognizes these methods and their successful application to the interplay between monetary and fiscal policy and economic activity.

In any empirical economic analysis based on observational data, it is difficult to disentangle cause and effect. This becomes especially cumbersome in macroeconomic policy analysis due to an important stumbling block: the key role of expectations. Economic decision-makers form expectations about policy, thereby linking economic activity to future policy. Was an observed change in policy an independent event? Were the subsequent changes in economic activity a causal reaction to this policy change? Or did causality run in the opposite direction, such that expectations of changes in economic activity triggered the observed change in policy? Alternative interpretations of the interplay between expectations and economic activity might lead to very different policy conclusions. The methods developed by Sargent and Sims tackle these difficulties in different, and complementary, ways. They have become standard tools in the research community and are commonly used to inform policymaking.

Background  Prior to the 1970s, expectations played, at best, a rudimentary role in the analysis of macroeconomic outcomes. Following the seminal work by Milton Friedman, Robert Lucas, Edmund Phelps, and others, it became necessary to systematically incorporate expectations not only into macroeconomic theory, but also—and more importantly—into its empirical implementation. This was a major obstacle, however. At the time, formal methods were simply not available to identify and analyze exogenous shocks,
as a means of evaluating macroeconomic theories that feature “active” formation of expectations.

Sargent and Sims have both made seminal contributions that allow researchers to specify, empirically implement, and evaluate dynamic models of the macroeconomy with a central role for expectations. Their subsequent work, from the initial papers until today, has delivered many extensions, refinements, and powerful applications. The contributions by Sargent and Sims have generated literatures of methodological research and applied studies within the research community as well as the policymaking community.

Prior to the formative research by Sargent and Sims, the predominant empirical method in macroeconomics was to statistically estimate a large linear system, typically built around the Keynesian macroeconomic model. This estimated system was then used to interpret macroeconomic time series, to forecast the economy, and to conduct policy experiments. Such large models were seemingly successful in accounting for historical data. However, during the 1970s most western countries experienced high rates of inflation combined with slow output growth and high unemployment. In this era of “stagflation”, instabilities appeared in the large models, which were increasingly called into question.

Sargent – structural econometrics  Sargent began his research around this time, during the period when an alternative theoretical macroeconomic framework was proposed. It emphasized rational expectations, the notion that economic decisionmakers like households and firms do not make systematic mistakes in forecasting. This framework turned out to be essential in interpreting the inflation-unemployment experiences of the 1970s and 1980s. It also formed a core of newly emerging macroeconomic theories.

Sargent played a pivotal role in these developments. He explored the implications of rational expectations in empirical studies, by showing how rational expectations could be implemented in empirical analyses of macroeconomic events – so that researchers could specify and test theories using formal statistical methods – and by deriving implications for policymaking. He also advanced and applied broader views on expectations formation, such as gradual learning. Sargent’s contributions to rational-expectations econometrics were purely methodological. Specifically, his methods for characterizing and structurally estimating macroeconomic models with microeconomic foundations broke new ground in allowing researchers to uncover the “deep”
underlying model parameters and perform hypothesis testing. In a broader perspective, Sargent also raised important points of immediate policy relevance. For example, his early studies of linkages between fiscal and monetary policy still guides policymakers still today.

**Sims – VARs**  Sims launched what was perhaps the most forceful critique of the predominant macroeconometric paradigm of the early 1970s by focusing on identification, a central element in making causal inferences from observed data. Sims argued that existing methods relied on “incredible” identification assumptions, whereby interpretations of “what causes what” in macroeconomic time series were almost necessarily flawed. Misestimated models could not serve as useful tools for monetary policy analysis and, often, not even for forecasting.

As an alternative, Sims proposed that the empirical study of macroeconomic variables could be built around a statistical tool, the vector autoregression (VAR). Technically, a VAR is a straightforward $N$-equation, $N$-variable (typically linear) system that describes how each variable in a set of macroeconomic variables depends on its own past values, the past values of the remaining $N - 1$ variables, and on some exogenous “shocks”. Sims’s insight was that properly structured and interpreted VARs might overcome many identification problems and thus were of great potential value not only for forecasting, but also for interpreting macroeconomic time series and conducting monetary policy experiments.

Over the last past three decades, the VAR methodology has been developed significantly in various directions, and Sims himself remained at the forefront. As a result, VARs are now in ubiquitous use, among empirical academic researchers and policymaking economists alike. By now, VARs also constitute a major research tool in many areas outside of monetary economics.

**Applications**  Both Sargent and Sims have used their own methods in influential applications concerning the determinants and effects of monetary policy. In a series of contributions, Sargent has analyzed episodes of very high inflation, or hyperinflation. He explored the high inflation in the U.S. during the 1970s and subsequent changes that brought about a rapid, and seemingly permanent, fall in inflation. In this analysis, Sargent found that learning – a departure from fully rational expectations – is important in order to un-
derstand how inflation came and went. In fact, the defining characteristic of Sargent’s overall approach is not an insistence on rational expectations, but rather the essential idea that expectations are formed actively, under either full or bounded rationality. In this context, active means that expectations react to current events and incorporate an understanding of how these events affect the economy. This implies that any systematic change in policymaking will influence expectations, a crucial insight for policy analysis.

Sims has also carried out many applied studies, to some extent on the very same topics, i.e., the extent and implications of monetary policy shifts in the U.S. His main focus, however, has been on the identification of unexpected policy changes and their effects on economic activity. With regard to the crucial distinction between expected and unexpected, Sims’s method offers a means of separating expected from unexpected policy changes as drivers of macroeconomic variables. His method has gained broad acceptance and has, for example, allowed us to establish how unexpected monetary policy changes lead to immediate effects on some macroeconomic variables but only slow, and hump-shaped, effects on others. Indeed, some of the most influential studies of this issue were undertaken by Sims himself.

Later work Sargent and Sims are actively pursuing new research aimed at further understanding expectations formation and its role in the economy. Sargent’s focus here is on exploring a class of mechanisms for expectations formation based on robust control, which captures the idea that the decision-maker has an imperfect understanding of how the economy works. Similarly, Sims’s most recent work explores a parallel, new theory for expectations formation based on rational inattention, which captures agents’ limited capacity to process information.

Relations between the two strands of work Although Sargent’s and Sims’s empirical methodologies certainly differ, they complement one another and are often used in conjunction. In fact, the dynamic behavior of a Sargent-style structural model with rational expectations can often be represented as a Sims-style VAR. Identification of such a VAR would then directly correspond to identification of the structural parameters estimated along the lines of rational-expectations econometrics. A key aspect of VAR methodology, so-called impulse-response analysis, describes how fundamental shocks propagate through the macroeconomy. It has become a leading
method for describing and analyzing structural macroeconomic models. Conversely, VAR identification is often made with specific reference to structural models, although such “structural” VAR identification typically refers to classes of models rather than a specific model. Which of these approaches is followed in a specific application depends on the purpose. Structural estimation is straightforwardly implemented with modern computers and is particularly useful for analyzing policy regimes. VAR analysis, which relies on fewer and less specific theoretical assumptions, is mainly used for identifying what policy shocks have occurred and their likely effects, absent a change in policy regime. The methods developed by Sargent and Sims thus comprise a methodological core in modern empirical analyses of macroeconomic policy and economic activity.

Outline of this survey In what follows, Sargent’s and Sims’s key contributions are described separately in Sections 1 and 2. Section 3 provides an elaborate example of how the methods are interrelated, while also allowing for a more precise description of Sargent’s methodology. Section 4 offers a brief account of the aforementioned work on robust control and rational inattention. Section 5 concludes.

1 Structural Estimation and Active Expectations: Contributions of Thomas J. Sargent

1.1 Historical context and impact on current work

Sargent’s research began at a time when a group of economists – among them the previous laureates Lucas, Phelps, and Prescott – had upset the prevailing macroeconomic paradigm based on reduced-form models. They proposed a new macroeconomics where expectations would play a pivotal role. More generally, they insisted on the need to rebuild macroeconomic theory and empirical methodology. The new theory would be based on models with “microeconomic foundations”, i.e., a theory of key economic decisions that would be invariant to changes in policy. The new empirical methodology would be based on estimation of the structural parameters in these models, for example parameters describing individual preferences and production functions. Sargent was a highly influential and distinguished member of this “rational-expectations group”.
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As a result of this new research program, macroeconomics changed course rather drastically. Views on policy were transformed, and the awards to Lucas and Phelps were largely motivated by the policy implications of their work. Views on business cycles also changed, due to the contributions of Lucas and Sargent as well as later work by Kydland and Prescott. More recently, Keynesian ideas have been revived in a “New Keynesian Macroeconomics”, which builds directly on Kydland and Prescott, with the addition of various frictions such as sticky prices and wages. Modern empirical macroeconomic research relies heavily on structural-estimation methods, of which Sargent is the main architect.

1.2 Empirical methods and early applications

In the early to mid-1970s, Sargent wrote a number of highly influential papers, where he showed how rational expectations implied a radical reinterpretation of empirical macroeconomic phenomena and rendered invalid conventional statistical tests of macroeconomic relations, such as the Friedman-Phelps hypothesis on the Phillips curve. Taken together, these papers had a profound impact on central hypotheses about the role of monetary policy and the Phillips-curve tradeoff.

Compared to other researchers at the time, Sargent focused more on actual data and on ways to evaluate theory by taking active expectations formation into account. He was thus able to show why earlier tests had gone wrong and how new, more accurate, tests could be constructed.

Sargent’s general approach was to formulate, solve, and estimate a structural macroeconomic model with microeconomic foundations, i.e., a system where all parameters, except those describing policy, are invariant to policy interventions. Once its parameters are estimated, the model can be used as a “laboratory” for analyzing policy experiments. (See Section 3 for a detailed description of how this is carried out in the context of a specific example.)

**Empirical applications**  Sargent combined the development of general methods with concrete empirical applications. In a series of papers, he helped to construct what later became an indispensable empirical method in modern macroeconomics.

In a very early contribution – which predated Lucas’s work on the same topic – Sargent (1971) demonstrated the crucial role of expectations in econometric studies of the Phillips curve. A vital question in such studies had been
whether the long-run Phillips curve is vertical or has some (negative) slope, as does the short-run curve. Sargent demonstrated that the usual econometric tests relied critically on regarding expectations as passive, and that the forward-looking nature of rational expectations implied that expectations themselves depend on the slope of the long-run Phillips curve. This made earlier rejections of a vertical Phillips curve invalid and indicated that the curve could well be vertical. Since Sargent’s article, other efforts have been made to pin down the slope of the long-run Phillips curve; see, e.g., Galí and Gertler (1999) for a discussion.

Sargent (1973) carried out the first successful econometric estimation under rational expectations. It was based on a simple but complete model of the U.S. economy, which embedded Irving Fisher’s theory that nominal interest rates should increase one for one with expected inflation. Sargent showed that a test of Fisher’s theory also amounted to a test of the natural-rate hypothesis. His econometric evidence implied rejection of the theory (although with rather low statistical significance). This paper served as a model for all empirical applications to follow.

Sargent (1976) constructed and estimated an econometric model of the U.S. economy subject to both real and nominal shocks. The estimation results in this study gave the first indications that models with real shocks, to be studied later by Kydland and Prescott, might be empirically successful.

Further important contributions by Sargent in the area of macroeconomics include Sargent (1978a) and the joint paper with Hansen and Sargent (1980). In the area of forecasting, Sargent and Sims (1977) developed “index modeling”, later extended by Quah and Sargent (1993). Sargent (1989) showed how filtering methods could be used to estimate linear rational-expectations models in the presence of error-ridden data.

Among Sargent’s most recent applied contributions, Sargent and Surico (2011) is noteworthy in showing how standard tests of the quantity theory of money—a pillar of the monetarist view—are sensitive to the past monetary policy regime. Using structural estimation as well as VARs, the authors argue that apparent breakdowns of the quantity theory can instead be explained by changes in the policy regime.

Many of the principal methods are collected in Sargent’s two monographs *Macroeconomic Theory* (1979) and *Dynamic Macroeconomic Theory* (1987), and in *Rational Expectations and Econometric Practice* (1981), a volume co-edited by Lucas and Sargent. These publications have constituted required reading for generations of macroeconomic researchers.
1.3 Policy implications

From the perspective of macroeconomic theory, the nature of expectations is crucial for the effectiveness of various forms of economic policy. An important part of Sargent’s work explores the restrictions rational expectations place on policymakers. Sargent and Wallace (1976) and a series of papers that followed, showed how merely replacing adaptive expectations with rational expectations dramatically altered the policy implications of then-standard macroeconomic models. Other work in this series include Sargent and Wallace (1973, 1975). As these papers were cast in traditional macroeconomic models, they added significantly to Lucas’s (1972, 1973) seminal work on expectations and monetary policy, which had departed from traditional macroeconomics in its aim to develop a new theory of inflation-output correlations.

Sargent and Wallace (1981) explored the connections between fiscal policy and monetary policy. They argued that monetary and fiscal policy were inexorably linked, thereby demonstrating how Friedman’s assertion that “inflation is always and everywhere a monetary phenomenon” can be quite misleading. As the paper shows, fiscal policy may force monetary policy to become highly inflationary. The basic argument is that monetary policy generates seigniorage, i.e., real revenue that contributes to government financing, and that this seigniorage may become necessary in the wake of large budget deficits. Thus, current fiscal deficits may require higher future inflation in order for the intertemporal budget to balance.¹

Sargent’s analysis of how monetary and fiscal policy influences real activity has also guided empirical work, where researchers have had to deal with the Lucas critique, i.e., how the effects of policy change can be studied using historical data. Lucas argued that this would require identifying deep structural parameters, which traditional macroeconometric techniques did not allow for. In response to this argument, Sargent and Sims have pursued different, but complementary paths. Sargent has focused precisely on identifying structural parameters, while Sims has focused on ways of isolating the effects of policy shocks without estimating deep structural parameters.

¹The argument is closely related to recent suggestions, by e.g., Woodford (1994) and Sims (1994), that fiscal policy can also be a determinant of the current level of prices, again through the government budget constraint. The “fiscal theory of the price level” argues that the nominal price level adjusts so that the real value of fiscal authorities’ initial nominal debt clears the intertemporal government budget (without a need for inflation/seigniorage finance). While the unpleasant monetarist arithmetic is broadly accepted, the fiscal theory of the price level remains controversial.
(These issues are further discussed in the context of the simple example in Section 3.)

1.4 Episodes of high inflation

Sargent has pursued important research on episodes with high inflation, especially hyperinflation. This work includes an early paper “The Ends of Four Big Inflations” (1983), which analyzes historical hyperinflations in Europe. It may also be found in his book, *The Conquest of American Inflation* (2001), which studies how inflation in the United States rose in the 1970s and then gradually fell, as illustrated in Figure 1. The book emphasizes learning and less than fully rational expectations (adaptive expectations are considered as well and turn out to be important). It builds on Sargent’s earlier joint work with Albert Marcet, e.g., Marcet and Sargent (1989a,b).²

²In the 1980s, a series of papers by Sargent and Marcet, one of Sargent’s students, explored learning in macroeconomic analyses. Learning embodies two elements: (i) agents’ incomplete knowledge of some model parameters, and (ii) a specification of how agents learn about these parameters, based on observations of evolving time-series data. Marcet and Sargent made reference to a literature in economic theory on how economic agents learn under different circumstances.

Their contribution was to specify a plausible learning mechanism—typically “least-squares learning”, by running OLS regressions—and explore its implications. Learning can thus be viewed as a model of how expectations are formed. A central question becomes whether such endogenous formation of expectations naturally tends toward rationality, i.e., full knowledge of the model. A subsequent literature developed to explore this question in a variety of settings (see Evans and Honkapohja, 2001 for an overview). Learning has not yet become a standard part of modern macroeconomic models, but there is increasing recognition of its importance and the number of applications is growing.
A recent contribution by Sargent, Williams, and Zha (2006) is a good illustration of Sargent’s views and methods for analyzing the dynamics of inflation. This paper considers a monetary authority that explicitly maximizes consumer welfare and has specific beliefs about the Phillips curve. In particular, the central bank does not believe in an “expectations-augmented” Phillips curve, but in a time-varying curve, while the private sector has rational expectations, so the “true” curve is indeed expectations-augmented. The authors estimate this model structurally using a Bayesian Markov chain Monte Carlo method and find that it fits the data quite well. Their estimates suggest that the central bank was initially “fooled” by an incorrect belief about the Phillips curve, which led to a gradual increase in the inflation rate. But the sequence of shocks in the 1970s, along with a revision of the central bank’s beliefs, generated a subsequent fall in inflation. Quite
surprisingly, the model’s forecasting ability outperforms that of advanced atheoretical forecasting models (Bayesian VARs). What really occurred during the 1970s and how the lessons from these experiences can be exploited in modern policymaking remains a subject of considerable debate. Despite this, Sargent’s historical interpretations are important benchmarks against which current research has to measure up.

2 The Analysis of Macroeconomic Shocks: Contributions of Christopher A. Sims

2.1 Historical context and impact on current work

At the time when Sims launched vector autoregression (VAR) methods, the predominant empirical approach in macroeconomics was to estimate a large system of equations built around a Keynesian macroeconomic model. Such estimated systems were used for interpreting the time series, forecasting, and conducting policy experiments. In a landmark contribution, Sims (1980) argued that the resulting interpretations, forecasts, and policy conclusions all rested on very shaky ground, because the estimation of these linear systems generally relied on “incredible” identification assumptions.

To appreciate the problem of identification, suppose we consider the coffee market and try to explain movements in the quantity and price of coffee. A traditional approach is to isolate a variable that is believed to solely influence either supply or demand. One such variable is weather. Bad weather may reduce the amount of coffee produced at all prices, i.e., it shifts the supply curve inward. If the demand curve for coffee is not affected, a change in the weather will lower the equilibrium quantity of coffee and raise its price. Variations in weather therefore allow us to trace out – to identify – the shape of the demand curve. However, is the assumption that weather does not influence the demand curve plausible? Even if people’s taste for coffee does not depend directly on the weather, as Sims pointed out coffee buyers know that weather is variable and may stock up when adverse weather variations arise. Thus, expectations about weather (and other varying determinants of supply and/or demand) are likely to affect both supply and demand, in such a way that weather changes may not have the expected consequences.

Even though it is well known that econometric identification is difficult in general, Sims (1980) highlighted specific problems in macroeconomics –
mostly, but not only, in the context of monetary economics – owing to the expectations of consumers and firms. In particular, it is hard to find variables that only affect either demand or supply of some macroeconomic variable (such as consumption, or investment, or money), because expectations about macroeconomic outcomes are in all likelihood based on all available variables. Thus, identification in macroeconomic systems based on standard demand-supply arguments is unlikely to work.

Sims (1980) did not only criticize the predominant macroeconometric practice at the time. The paper also offered an identification strategy that relied on an entirely different logic than the estimation of large-scale Keynesian models. A leading idea is to exploit the fact that the solution to a macroeconomic system with active expectations formation can be expressed as a VAR. This VAR can then be used to explore different ways of identifying model parameters. Sims (1980) proposed a specific recursive scheme. A number of alternative VAR identification strategies have subsequently been proposed by Sims as well as by other researchers. Thus, by placing identification at the center of attention in macroeconomics, Sims’s work made it a focal point of scientific discussion.

To illustrate how the proposed approach could be applied in practice, Sims (1980) estimated VARs for the U.S. and German economies, each based on quarterly time series for six macroeconomic variables (money, GNP, unemployment, wages, price level, and import prices). He then used the estimated and identified VAR-systems to analyze the dynamic effects of shocks, via impulse-response analysis and variance decomposition (see below).

Since this first paper, Sims has continued to push the frontiers of macroeconomic VAR analysis through methodological as well as substantive contributions. To give a few examples, Sims (1986) was one of the very first papers to discuss alternative identification schemes that are more structural than the recursive one applied in Sims (1980). Sims, Stock and Watson (1990) showed how to do estimation and inference in VAR systems with nonstationary time series, including the case of cointegrated series first analyzed by Engle and Granger (1987). Doan, Litterman and Sims (1986) was one of the crucial contributions to the forecasting with VARs estimated with Bayesian methods. Sims (1992) thoroughly discussed the effects of monetary policy on the macroeconomy, drawing on the results from six-variable VARs estimated on monthly time series for each one of the five largest economies.

According to Sims’s view, VARs would be useful when interpreting time series, in forecasting, and for understanding the effects of policy changes.
The ensuing literature confirms this most strongly for interpretation and forecasting. As for policy experiments, VARs have become a main tool of analysis for understanding the effects of temporary variations in policy but not – at least not yet – for analyzing long-lasting changes in policy.

2.2 VAR analysis

VAR analysis can be described in simple terms as a method for extracting structural macroeconomic shocks, such as unexpected exogenous shocks to the central bank’s main policy instrument (e.g., the federal funds rate in the U.S.) or unexpected exogenous changes in productivity, from historical data and then analyzing their impact on the economy. Thus, this analysis is a tool for (i) estimation of a forecasting model, by separating unexpected movements in macroeconomic variables from expected movements; (ii) identification, by breaking down these unexpected movements into structural shocks, i.e., shocks that can be viewed as fundamental causes of macroeconomic fluctuations; (iii) impulse-response analysis, by tracing out the dynamic impact of these shocks on subsequent movements in all of the macroeconomic variables. These three steps in the procedure are described in the following subsections.

2.2.1 The forecasting model

Sims’s VAR approach is typically based on linearity and a rather unrestricted specification with enough macroeconomic variables so that the system can capture the key dynamics of the macroeconomy. A prerequisite for the two remaining steps in the VAR method is a model that provides reasonable forecasts, which amounts to a built-in assumption that the agents in an economy (firms, households, etc.) make their forecasts actively, i.e., in a forward-looking manner and in response to how the economy develops over time.

Consider a vector $x$ of dimension $N$ denoting the macroeconomic variables of interest. Given this vector, a reduced-form vector autoregression of order $p$ is a process such that

$$x_t = H_1x_{t-1} + \cdots + H_px_{t-p} + u_t,$$

where $u_t$ is uncorrelated with $x_s$, $s \in \{t-1, \ldots, t-P\}$ and $E(u_tu'_t) = V$. The idea is to chose $P$ large enough so that $u$ becomes uncorrelated over time. A
large enough $p$ will allow the VAR to approximate any covariance-stationary process—thus, the specification in (1) is rather general.\footnote{Nonstationary processes, and unit-root processes in particular, require separate analyses, but they can also be studied using VAR methods with appropriate transformations. This extension is related to the fundamental contributions of the 2003 laureate Clive W. J. Granger.}

It is straightforward to identify $H_p$, $p = 1, ..., P$ as well as the covariance matrix of the forecast errors $V$ using standard regression techniques. Specifically, the parameters $H_p$ can be estimated using ordinary least squares, equation by equation. Estimated in this way, the VAR can be used for forecasting. The shocks in (1), $u_t$, are forecast errors. They constitute differences between the realization of $x_t$ and the best forecast, given information on previous realizations of $x$. Thus, they are unpredictable.

Typically, these forecast errors for different components of $x_t$ are correlated with each other. Therefore, they cannot be regarded as fundamental, or structural, shocks to the economy. Instead, they should be viewed as a function—in practice, a linear combination—of these fundamental shocks. For example, suppose one of the variables in $x$ is the interest rate. Then, the corresponding element of $u_t$ cannot be interpreted as a pure interest-rate shock, unexpectedly engineered by the central bank. Specifically, part of the interest-rate forecast error may be due to other shocks if the central bank’s interest rate responds to other variables in the system within a given quarter (a typical time period in macroeconomic models). Since policy variables tend to react systematically to macroeconomic developments, this qualification is very important. Thus, the system (1) cannot be used directly to infer how interest-rate shocks affect the economy. The breakdown of forecast errors into fundamental shocks is the identification part of VAR analysis to be discussed below.

**Forecasting with VARs** Even with a limited number of variables and without attempting to disentangle structural shocks from forecast errors, VARs can be used directly for forecasting. Such forecasting is now quite common. In a survey article, Stock and Watson (2001, p. 110) describe the state of the art as follows: “Small VARs like our three-variable system have become a benchmark against which new forecasting systems are judged.”

Forecasts with VARs have been compared with simple alternatives, such as forecasting based on univariate models or pure random walks, and have of-
ten been shown to outperform these techniques. Small VAR systems may not be entirely stable, however, and may thus not be stable predictors of future variables. As a result, state-of-the-art VAR forecasting tends to include more than three variables and allow for time-varying coefficients. The added generality quickly increases the number of parameters to be estimated. One common approach to this problem is to use BVARs, i.e., vector autoregressions estimated using a Bayesian prior (see Litterman, 1986 and Sims, 1993). Of course, the precise prior matters for the results, and many studies use the so-called Minnesota prior (Litterman, 1986, and Doan, Litterman, and Sims, 1986) or a variant thereof.

Nowadays, a new approach is gaining ground, where the prior is based on modern macroeconomic theory. That is, restrictions are formed based explicitly on how the econometrician a priori thinks the world works, expressed in the form of a model. Early examples of this approach include Del Negro and Schorfheide (2004). An alternative approach to forecasting is to rely on structurally estimated full (perhaps nonlinear) models, and how to judge the relative performance of different available forecasting approaches is still an open issue.

2.2.2 Identification of structural shocks

Denote the fundamental shocks hitting the economy at time $t$ by a vector $\varepsilon_t$, different from $u_t$. By definition, the components of vector $\varepsilon_t$ are independent variables, and their respective variances are normalized to unity. Like the elements of $u_t$, they are independent over time and therefore unpredictable. Moreover, by construction they can be viewed as exogenous shocks: the fundamental economic shocks which cause subsequent macroeconomic dynamics. Each element of the $\varepsilon_t$ vector therefore has an interpretation, such as an interest-rate rise generated by a surprise central-bank action, a sudden technology improvement, an unanticipated drop in oil prices, or an unexpected hike in government spending.

The mapping from structural shocks to forecast errors is assumed to be linear.$^4$ Thus, we can write

$$u_t = G\varepsilon_t, \quad \text{with} \quad GG' = V,$$

$^4$Linearity is not a necessary component of the specification but greatly simplifies the analysis.
where $V$ is a variance-covariance matrix. The identification task now is to impose appropriate restrictions on $G$. This requires knowledge of how the economy works and a method for making use of such knowledge. Some of the main identification schemes are briefly discussed below.

**Recursive identification** The most common identification method, and the one Sims (1980, 1989) used, is a so-called recursive scheme. The idea here is to order the elements of $x$ in such a way that the $G$ matrix can plausibly be argued to be lower triangular. In a simple three-variable case, this would amount to a matrix of the form

$$
G = \begin{bmatrix}
    g_{11} & 0 & 0 \\
    g_{21} & g_{22} & 0 \\
    g_{31} & g_{32} & g_{33}
\end{bmatrix}.
$$

(2)

It is necessary to determine the order of the variables. In the example, variable 1 does not respond to the fundamental shocks in the other variables 2 and 3, variable 2 responds to shocks in variable 1 but not to shocks in variable 3, and variable 3 responds to shocks in both of the other variables. The ordering assumed is based on how rapidly different variables can react. For example, it may be argued that most shocks cannot influence government spending contemporaneously (if the time period is short, such as a quarter or a month), as most government activity is planned in advance and implemented rather sluggishly. Stock prices, on the other hand, move very quickly and are arguably influenced by shocks to all contemporaneous variables, even within a short time period.

In terms of this type of discussion, recursive identification is based on economic theory, but only in a rudimentary sense. It is sufficient to understand how economic variables are defined and what decisions lie behind them, without needing a specific structural theory of exactly how the variables are linked. Therefore, recursive identification may often be more robust and credible than identification schemes that rely on more detailed theoretical assumptions of how the economy works. In “partial” recursive identification, only a partial ordering is used, whereby some shocks can be identified and others cannot. This method may be practical when an a priori ordering of all variables in a larger system is difficult, and the focus is on a small set of shocks, such as the monetary policy shocks. See, e.g., Sims and Zha (2006) for such an approach.
Given an ordering, the elements of $G$ can easily be computed from an estimate of $V$ (assuming that the estimate $\hat{V}$ is positive definite). Recursive identification amounts to a particular way of decomposing the matrix $V$, which is called a Cholesky decomposition.\footnote{The Cholesky decomposition, for a given ordering of variables, is unique.} If the variables can convincingly be ordered on a priori grounds in this manner, the identification task is solved.

**Other schemes for identification** An alternative and more structural scheme is “long-run identification”, first proposed by Blanchard and Quah (1989). Here, economic theory is used to make assumptions about which shocks affect the economy in the long run. Blanchard and Quah took the view that Keynesian-style demand shocks have no effect on output in the long run, even though they may certainly influence output in the short run. But other shocks – like technological or institutional change – do exercise a potential influence on long-run output. Formally, the long-run shock variance of the $x$ vector would be expressed as a function of the individual shocks $\varepsilon_t$ by iterating forward using the VAR system (1). Restricting one element in the matrix of long-run variances to zero amounts to an identifying assumption. Other early approaches to structural identification include Bernanke (1986) and Sims (1986).

Still other identification schemes may combine short-run and long-run restrictions. They may also involve more elaborate assumptions from theory. One approach followed by Faust (1998), Canova and De Nicolò (2002) and Uhlig (2005) is to use mild assumptions in the form of “sign restrictions”. Here, certain (usually short-run) impulses or cross-correlations are assumed to have a certain sign, whereas others are left unrestricted. Even if such restrictions may not pin down the $G$ matrix uniquely, they may still rule out many possibilities. For example, the assumption that positive interest-rate shocks cannot raise contemporaneous inflation implies that such shocks must lower contemporaneous output – not by a determinate magnitude but in a qualitative sense.

The usefulness of sign restrictions and agnostic identification depends on the context. Consider an example (the one used later in Section 3) with three variables – inflation, output, and the interest rate – where each variable has a contemporaneous influence on every variable. A recursive identification scheme is not consistent with this structure, since no variable is influenced
only by its own structural shock, or by only two structural shocks. But the structural shocks can still be consistently identified by sign restrictions and agnostic procedures, since these rely precisely on theoretical restrictions on how different variables are interrelated.

VAR identification based on classes of structural models rather than on a very specific structure is common in applied work and a very active research area. This research has led to a series of new “stylized facts” on how the macroeconomy behaves, some of which are briefly described in the context of the monetary-policy example in Section 3.

2.2.3 Impulse-response analysis

With the structural shocks in hand, one can proceed to another central element of VAR methodology: impulse-response analysis. An impulse-response function describes how a given structural shock affects an element of the $x$ vector over time: the impulse (cause) and its propagation (effect).

It is straightforward to obtain the impulse responses from a VAR representation. Using $L$ to denote the lag operator (i.e., $L^px_t \equiv x_{t-p}$), the structural version of the VAR in (1) becomes

$$x_t = [I - H_1L - H_2L^2 - \cdots - H_pL^p]^{-1}G\varepsilon_t.$$ 

In other words, $x_t$ can be described solely in terms of the entire history of structural shocks. At the same time, the weight on $L^p$ in the square brackets reflects how a shock at $t - p$ influences $x_t$. An impulse response is thus obtained by inspecting – typically in a plot – how the $H$ elements of this sum vary with $p$.

The estimation of VAR coefficients and their accompanying standard errors is rather straightforward. But providing error bands and confidence intervals for impulse-response functions is more complicated, and in the early days of VAR analysis, error bands were not always provided. Nowadays, however, they are routinely computed and displayed. Sims’s own approach, along with a significant part of the literature, is to use Bayesian methods, but it is also common to provide classical confidence intervals.

Impulse-response analysis has also become a very valuable tool for comparing models with data. This approach was initiated in Sims (1989). Since estimated impulse responses provide “stylized facts” of a new variety, those who formulate theoretical models of the macroeconomy commonly simulate the model counterparts of estimated impulse responses. In developing new
models, common impulse-response estimates from the VAR literature are thus used as reference points.

Another common element of the VAR methodology – closely related to impulse-response analysis – is to perform so-called variance decomposition. This amounts to computing how large a share of the variance of each variable at different time horizons is explained by different types of structural shocks. Thus, it may be concluded how different shocks have different effects at different horizons but combined account for the full dynamics of the macroeconomic variables.

2.2.4 VAR applications

VAR analysis is used in a very broad set of contexts, including areas outside macroeconomics such as financial economics. Some of the macroeconomic applications are as follows.

**What are the effects of monetary policy?** VARs have arguably been most important in monetary economics. In particular, VARs have been used to establish a set of facts regarding the effects of monetary policy. Monetary shocks – changes in the interest rate controlled by the central bank (the federal funds rate in the U.S., or the fixed repo rate in the Euro area) – have a significant impact on both monetary and real variables, even though these effects appear rather slowly and tend to display a hump-shaped pattern; see the example in Section 3. As mentioned above, Sims (1992) discussed the effects of monetary policy across five different economies, finding several common features but also some differences.

**What are the effects of fiscal policy?** In the recent 2008-2009 recession, a central question for policymakers concerned the economy’s response to temporary government spending (or temporary tax cuts). This is a complex issue and clearly a reasonable answer should involve how, say, a spending increase comes about (how it is financed), as well as what kind of spending is raised. But are there any general lessons to be learned from looking at historical data? As in the other contexts discussed so far, it is very important here to separate expected and unexpected changes, i.e., structural (endogenous) shocks and (endogenous) responses, in government spending. Various methods have been proposed to achieve this. One is to consider military spending, which arguably has an important exogenous component.
Another is the so-called narrative approach, pioneered in Romer and Romer (1989). However, some of the most commonly cited studies employ a VAR methodology to identify how the economy reacts to spending. This is the case in an influential study by Blanchard and Perotti (2002), who formulate a VAR with three variables: government spending, taxes, and output. Their identification relies on knowledge of how total taxes react to changes in income for a given tax schedule, while leaving other changes to be interpreted as fundamental fiscal policy shocks. Blanchard and Perotti’s estimates imply that positive government spending shocks and negative tax shocks influence output positively, with economically significant effects. The sizes of these responses (often labeled fiscal multipliers) have since been the subject of extensive recent research with VAR methods.

**What causes business cycles?** Another important set of results obtained through the use of VARs concerns the perennial question as to what drives business cycles. In particular, researchers have used VAR methods to examine Kydland and Prescott’s arguments that technology (productivity) movements are essential drivers. Using a variety of identification schemes, technology shocks have been compared to other shocks such as monetary policy shocks. Sims’s own first studies on this topic, in particular his 1972 paper “Money, Income, and Causality”, had an important impact. He found that monetary movements cause movements in income (money “Granger-causes” income), in the sense of Granger (1969), thus lending some support to a monetarist view. However, variance decomposition shows that a rather small fraction of the total movements in output are accounted for in this way, especially in the longer run. This has given rise to a large and active subsequent literature, with studies inspired by both real-business-cycle theories and Keynesian theories.

Along these lines, Galí (1999) examined technology shocks versus other shocks through a VAR analysis, based on long-run restrictions for identification. In a very simple 2x2 VAR with productivity and total hours worked, Galí reached the conclusion that technology shocks have relatively limited, and somewhat counterintuitive, short-run impacts. This has been followed by many other studies and has generated a debate that is still in progress.

---

6Heuristically, a variable $x$ Granger-causes another variable $y$ if information about the prior realizations of $x$ makes it possible to arrive at better forecasts of future realizations of $y$ than if only past realizations of $y$ were observed.
since it represents an alternative method for calibrating models when comparing central theories of business-cycle fluctuations. The identification of technology shocks—which are arguably hard to measure directly—through long-run identifying restrictions based on VAR models has become an important subfield in recent empirical business-cycle analysis.

3 An Example: Monetary Policy and Macroeconomic Activity

In order to illustrate the methods developed by Sargent and Sims, let us introduce a simple but commonly studied three-variable models of the macroeconomy, with inflation, output, and the nominal interest rate. The interest rate represents the monetary-policy variable whereas inflation and output are determined by the private agents in the economy—households and firms. First, we use this simple description of the economy to illustrate how identification of monetary policy shocks is usually performed with the VAR methodology developed by Sims. Impulse-response analysis then allows us to trace the dynamic effects of unexpected changes in the interest rate engineered by the monetary authority. Second, we use Sargent’s approach to describe the analysis of a change in the policy regime, i.e., a systematically different way of choosing the interest rate. This requires us to formulate a more elaborate model of the economy in which structural estimation can be applied to identify deep, policy-invariant parameters. The structural model can then be used as a laboratory for assessing different interest-setting rules. The example in this section also illustrates how the methods of Sargent and Sims relate to each other.

3.1 A monetary VAR analysis

Let us now follow the three-step method developed by Sims, letting the VAR be

\[
\begin{pmatrix}
\pi_t \\
y_t \\
i_t
\end{pmatrix} = F \begin{pmatrix}
\pi_{t-1} \\
y_{t-1} \\
i_{t-1}
\end{pmatrix} + \begin{pmatrix}
u_{\pi,t} \\
u_{y,t} \\
u_{i,t}
\end{pmatrix},
\]

where \( \pi \) is the inflation rate, \( y \) output, and \( i \) the nominal interest rate. Consider all of these variables as departures from trend: output, for example,
really stands for the output gap, a measure of capacity utilization. In practice, VARs rely on a number of lags, but here we adhere to a single lag to economize on notation.

As explained in Section 2.2 above, the VAR constitutes a forecasting system that can be estimated using standard methods based on historical data. The time series of errors obtained, the vector $u_t$, is therefore unpredictable by construction. It is a prediction error, but does not reveal the fundamental shocks to the economy. In particular, $u_t$ cannot be interpreted as exogenous, or central-bank-engineered, shocks to the interest rate.

Then, how are the fundamental shocks identified? The ordering of the variables in the system above reflects recursive identification, commonly used in the monetary literature. The assumptions are thus: (i) a current shock to inflation is the only structural shock that influences inflation contemporaneously; (ii) contemporaneous output is affected by the inflation shock as well as an output shock; (iii) the interest rate can respond to all three fundamental shocks in the system, including the fundamental shock to the interest rate itself. Although rather stringent, these assumptions are usually viewed as reasonable by applied macroeconomic researchers when the data are monthly (or even quarterly). Concretely, the assumptions may reflect the inherent relative sluggishness of the different variables, due to informational differences among different actors in the economy, as well as adjustment costs. The assumptions give us

$$
\begin{pmatrix}
u_{\pi_t} \\
u_{yt} \\
u_{it}
\end{pmatrix}
= G
\begin{pmatrix}
\varepsilon_{\pi_{t-1}} \\
\varepsilon_{yt-1} \\
\varepsilon_{it-1}
\end{pmatrix},
$$

where $\varepsilon$ is the vector of structural shocks and $G$ has the diagonal structure described in equation (2). Since $G$ is invertible, it is easy to compute the structural shocks from the forecast errors obtained in the VAR estimation. The $G$ matrix is obtained uniquely from the relation $V = G'G$, since this matrix equation amounts to six equations in six unknowns.

What do the estimated time series of monetary policy shocks imply in practice? As an example, let us consider the results reported in a study of

---

7Despite measuring the three variables as deviations from trend, some of them may still not be stationary in applications. Among others, the 2003 economics laureate Clive Granger has shown how non-stationary variables can be handled in VAR models. On this, see also Sims, Stock and Watson (1990).
the U.S. economy by Christiano, Eichenbaum, and Evans (1999). This study, which relies on recursive identification in a medium-scale VAR model, fits our illustration because it focuses on output, inflation and interest rates. It is also appropriate in that the authors make an explicit connection to a structural macroeconomic model, which is an extended version of the model discussed below. The Christiano-Eichenbaum-Evans study derives time paths for the key macroeconomic shocks and variables that are reasonably robust to the identification scheme. The patterns, moreover, appear quite similar across different countries.

A selection of estimated impulse-response functions is depicted in Figure 2, which shows how an increase in the federal-funds rate affects U.S. output and inflation. The top graph shows how an increase (by one standard deviation) in the short-run interest rate gradually fades away, over approximately six quarters. Such a shock leads to a smooth hump-shaped output contraction (the middle graph), no immediate response for inflation but a delayed decrease in the price level (the bottom graph). These responses are entirely “conditional” and can be viewed as constituting an event study, where the event is an unanticipated increase in the short-run interest rate by the central bank.

Findings such as those in Figure 2 underlie the common practice by inflation-targeting central banks of setting their interest rate with a view to inflation one to two years down the line. As can be seen from the bottom graph, a current interest-rate shock has little effect on inflation in the first four quarters. The results also suggest a clear tradeoff in the pursuit of contractionary monetary policy: gains in terms of lower future inflation have to be weighed against losses in terms of lower output in the more immediate future. Analogously, expansionary interest-rate policy has to trade off higher output in the immediate future against higher inflation in the more distant future.
Figure 2: Estimated dynamic response to a monetary policy shock. The y axes display percentage response of the interest rate, output, and the price level, respectively, to a one-standard-deviation (0.72 point) increase in the Fed funds rate, while the axes display quarters. Source: Christiano, Eichenbaum and Evans (1999).
Findings such as those in Figure 2 have also been used extensively in the development of new macroeconomic theories. Any new theory of monetary and real variables has to be capable of reproducing the VAR evidence. The connection between theory and empirics has implied that theories are often studied in their (approximate) VAR representations, since this allows for easy comparison with empirical VAR studies.

3.2 Analysis of changes in the monetary policy regime

After having arrived at estimates of historical unexpected changes in monetary policy and their subsequent impact on the economy, the harder question remains how systematic changes in monetary policy would alter the dynamic behavior of inflation, output, and the interest rate. The inherent challenge is that such policy changes would likely influence the estimated VAR coefficients ($F$ and $V$), since the workings of the economy – in particular households’ and firms’ expectations of future policy – will be altered. This is where Sargent’s method of structural estimation is required. By specifying how the economy works in more detail, the method allows us to disentangle exactly how the VAR coefficients will change.

Consider a simple structural model of the economy. To keep matters as simple as possible, the coefficients in the model example are not derived from microeconomic foundations, although examples of such derivations are hinted at in footnotes below.

**Model formulation**  
Maintaining the earlier notation, the nominal side of the private economy is described by an equation that determines the path of inflation:

$$
\pi_t = a_E E_t \pi_{t+1} + a_\pi \pi_{t-1} + a_y y_t + \varepsilon_{\pi,t}.
$$

(3)

The first term on the right-hand side captures the forward-looking aspect of price formation – $E_t \pi_{t+1}$ denotes the private sector’s expectations, at $t$, of any variable $z_{t+1}$. Including inflation expectations in this equation may reflect forward-looking price setting by individual firms, for example, because they may not change their prices in every time period and therefore care about future demand conditions and the prices of other firms. The second term captures a backward-looking component of inflation, for instance due to indexation of contracts. The output gap, $y$, also influences prices (the third

---

8For simplicity, this and the following equations are shown without constants.
term), typically because high output is associated with higher marginal costs of production. Finally, $\varepsilon_\pi$ is an exogenous (often called cost-push) shock, i.e., a random variable.\footnote{To give a hint regarding the microeconomic foundations of (3), suppose firms are monopolistic competitors – each sells one out of a variety of imperfectly substitutable consumption goods. Their production function includes a random labor-augmenting technology component, is common across goods, and has decreasing returns to labor input. Several models of price stickiness imply Phillips-curve relations as in equation (3). For instance, suppose that in its price setting, each firm is able to adjust its price with probability $1 - \theta$, but when a price adjustment is possible, it is entirely forward-looking and maximizes the expected present value of profits (this setting relies on Calvo, 1983). Then, a version of equation (3) – with $a_\pi = 0$ – holds as a linearization around a zero-inflation steady state, where $\pi$ is the appropriate aggregate price index for the variety of consumption goods. In this case, the parameters of the equation – $a_\pi$ and $a_y$ – can be written as explicit functions of underlying primitives $\beta$, $\alpha$, $\gamma$, and $\theta$, where $\beta$ represents the consumer’s subjective discount factor (which is used in the firm’s present-value calculation), $\alpha$ the elasticity of output with respect to labor input, and $\gamma$ the contemporaneous elasticity of substitution across the different consumption goods. The case where $a_\pi \neq 0$ refers to a more elaborate setting, either with a more complex adjustment assumption for prices or an assumption that some price contracts are indexed to inflation. The shock $\varepsilon_\pi$ can represent exogenous movements in the firm’s price markup over marginal costs.}\footnote{Ignoring the taste shock and setting $b_y = 0$, equation (4) can easily be derived from the representative consumer’s optimal-saving condition. This so-called Euler equation sets the marginal utility value of consumption today equal to the discounted value of consumption tomorrow times the return on saving: $u'(c_t) = \beta E_t[u'(c_{t+1})(1+i_{t+1})]$. Here, $u$ is the utility function and $\frac{1+i_{t+1}}{1+\pi_{t+1}}$ the realized gross real interest rate between $t$ and $t + 1$, and $\beta$ is the consumer’s discount factor. With a power utility function, $u(c) = c^{1-\sigma}/(1 - \sigma)$,}

In the second equation of the model, output is determined by

$$y_t = (1 - b_y)E_t y_{t+1} + b_y y_{t-1} + b_r (i_t - E_t \pi_{t+1}) + \varepsilon_{y,t}.$$  \hspace{1cm} (4)

The first term in the expected output (gap) appears because output, similar to prices, is partly determined in a forward-looking way. This may capture smoothing over time, especially of consumption. The second, backward-looking term (with $b_y > 0$) may be due to adjustment costs or habits in consumer preferences. According to the third term, output reacts negatively to a higher real interest rate ($b_r < 0$); $i$ is the nominal interest rate and $i - E\pi$ is the real interest rate. The idea here is that a high real interest rate makes current consumption less attractive relative to future consumption. Output also contains a random element $\varepsilon_{y,t}$, for example reflecting fluctuations in consumers’ attitudes toward saving.\footnote{To give a hint regarding the microeconomic foundations of (3), suppose firms are monopolistic competitors – each sells one out of a variety of imperfectly substitutable consumption goods. Their production function includes a random labor-augmenting technology component, is common across goods, and has decreasing returns to labor input. Several models of price stickiness imply Phillips-curve relations as in equation (3). For instance, suppose that in its price setting, each firm is able to adjust its price with probability $1 - \theta$, but when a price adjustment is possible, it is entirely forward-looking and maximizes the expected present value of profits (this setting relies on Calvo, 1983). Then, a version of equation (3) – with $a_\pi = 0$ – holds as a linearization around a zero-inflation steady state, where $\pi$ is the appropriate aggregate price index for the variety of consumption goods. In this case, the parameters of the equation – $a_\pi$ and $a_y$ – can be written as explicit functions of underlying primitives $\beta$, $\alpha$, $\gamma$, and $\theta$, where $\beta$ represents the consumer’s subjective discount factor (which is used in the firm’s present-value calculation), $\alpha$ the elasticity of output with respect to labor input, and $\gamma$ the contemporaneous elasticity of substitution across the different consumption goods. The case where $a_\pi \neq 0$ refers to a more elaborate setting, either with a more complex adjustment assumption for prices or an assumption that some price contracts are indexed to inflation. The shock $\varepsilon_\pi$ can represent exogenous movements in the firm’s price markup over marginal costs.}\footnote{Ignoring the taste shock and setting $b_y = 0$, equation (4) can easily be derived from the representative consumer’s optimal-saving condition. This so-called Euler equation sets the marginal utility value of consumption today equal to the discounted value of consumption tomorrow times the return on saving: $u'(c_t) = \beta E_t[u'(c_{t+1})(1+i_{t+1})]$. Here, $u$ is the utility function and $\frac{1+i_{t+1}}{1+\pi_{t+1}}$ the realized gross real interest rate between $t$ and $t + 1$, and $\beta$ is the consumer’s discount factor. With a power utility function, $u(c) = c^{1-\sigma}/(1 - \sigma)$,}
The simple model economy is completed with a common specification of policy, where the central bank sets the nominal interest rate according to a form of the “Taylor rule”:

\[ i_t = c_\pi \pi_t + c_y y_t + c_i i_{t-1} + \varepsilon_{i,t}, \quad (5) \]

where \( \varepsilon_t \) is a monetary policy shock. The three response coefficients in the policy rule are all positive: \( c_\pi > 0 \) means that the central bank raises the interest rate when inflation goes up, \( c_y > 0 \) that it raises the interest rate in the wake of higher output, and \( c_i \geq 0 \) that it prefers smooth changes in interest rates.

To describe macroeconomic fluctuations, suppose that all parameters of the model – the coefficient vectors \( a, b, \) and \( c \) – are given. Random \( \varepsilon \) shocks are realized over time, thereby causing fluctuations in output and inflation as well as in monetary policy. In the example, the \( c \) coefficients are policy parameters, while the \( a \) and \( b \) coefficients reflect deep microeconomic parameters in preferences, technology, and other policy-invariant details of the environment. As suggested in footnotes 9 and 10, these coefficients may depend on a small number of such parameters. The \( \varepsilon \) vector is assumed to be unpredictable.

It may seem intuitively clear that a change in the policy rule of the monetary authority – say, an increased sensitivity of the interest rate to the inflation rate, a higher value of \( a_\pi \) – will influence the time-series properties of the economy. But how exactly? The difficulty in analyzing this economy over time is that current events depend on expectations about the future, at least if \( E_t \) reflects some amount of forward-looking, purposeful behavior, i.e., knowledge of how the economy works. For example, if private firms at \( t \) form expectations of prices at \( t+1 \) and expect the price formation equation to hold also at \( t+1 \), their expectations should reflect that knowledge. In this example, rational expectations mean precisely that expectations are formed with full knowledge of equations (3)–(5). Events at \( t \) thus depend on events

\( \sigma \) governing the intertemporal elasticity of substitution in consumption, one can linearize the logarithm of the Euler equation. Since consumption must equal output in a closed economy without investment, the real interest rate has to be set so that saving equals zero. This condition implies equation (4). In this way, \( b_c \) in equation (4) can be derived as a function of \( \sigma \). As for the second term in (4), one obtains \( b_y \neq 0 \) if the utility function has a form of consumption habits, where past consumption influences current utility. The first two coefficients, \( 1 - b_y \) and \( b_y \), sum to unity due to an assumption that the utility is jointly homothetic in current and past consumption.
at $t + 1$, which in turn depend on events at $t + 2$, and so on. Prior to the rational-expectations literature, expectations were treated as exogenous or mechanically related to past values. For example, expected inflation could be assumed constant or equal to current inflation. This meant that it was an easy, mechanical, task to find a solution to an equation system like (3)–(5). But the underlying assumption was that a change in the policy regime did not trigger any response of private-sector expectations. This was clearly an incredible assumption, especially in the case of monetary policy.

**Model solution and cross-equation restrictions** How did Sargent proceed in solving such a system? An important first step was to generally characterize the solution to a typical macroeconomic model of this sort. In early contributions, Sargent (1977, 1978a, 1978b) used the fact that the structure of equations such as (3)-(5) allowed a “forward” solution. Sargent thus expressed current variables as a(n infinite) weighted sum of current and expected future shocks $\varepsilon$ and predetermined variables $\pi_{t-1}$, $y_{t-1}$ and $i_{t-1}$ with weights that all depend on the primitive parameter vectors $a$, $b$, and $c$. As a second step, given explicit assumptions on the distributions for the shocks – for instance, that they be normally distributed – he appealed to the statistical time-series literature, which shows how general processes of this kind can be estimated using maximum-likelihood methods. The goal here was to estimate the vectors $a$, $b$, and $c$, the deeper determinants of the general time-series process for $i$, $\pi$, and $y$. Sargent showed that this could be accomplished in a relatively straightforward way.

A key insight here is that the structural parameters appear in different equations of the system and thus imply cross-equation restrictions. Sargent called these restrictions the “hallmark” of rational-expectations econometrics and such restrictions are still central elements of modern estimation. Sargent also used recursive methods for linear macroeconomic systems of the type described in equations (1)–(3).

To illustrate the method and compactly show how cross-equation restrictions appear, it is useful to use a recursive representation. Conjecture that

---

11 To be clear, Sargent did not solve and estimate the model in this particular example.
12 In terms of the parameters of utility and technology discussed in footnotes 9 and 10, the goal was to estimate $\alpha$, $\beta$, $\gamma$, $\sigma$, and $\theta$. 
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the solution to equations (1)-(3) for all \( t \) would take the form

\[
\begin{bmatrix}
\pi_t \\
y_t \\
i_t
\end{bmatrix} = F \begin{bmatrix}
\pi_{t-1} \\
y_{t-1} \\
i_{t-1}
\end{bmatrix} + G \begin{bmatrix}
\varepsilon_{\pi,t} \\
\varepsilon_{y,t} \\
\varepsilon_{i,t}
\end{bmatrix},
\]

(6)

where \( F \) and \( G \) are 3x3 matrixes. As before, the components of matrix \( F \) and the stochastic properties of the residual \( G\varepsilon \) can readily be estimated by standard regression methods.

However, the task at hand is not to estimate the \( F \) and \( G \) matrices, but instead the basic parameter vectors \( a, b, \) and \( c \). This requires finding the mapping between the two. Using \( x_t \) to denote \( \begin{bmatrix} y_t & \pi_t & i_t \end{bmatrix}' \) and \( \varepsilon_t \) to denote \( \begin{bmatrix} \varepsilon_{y,t} & \varepsilon_{\pi,t} & \varepsilon_{i,t} \end{bmatrix}' \), (6) becomes

\[
x_t = F x_{t-1} + G \varepsilon_t.
\]

Moreover, the structural equations (3)-(5) can be written as

\[
x_t = A x_t + B E_t x_{t+1} + C x_{t-1} + \varepsilon_t.
\]

Given the conjectured solution, it must be the case that

\[
E_t x_{t+1} = F x_t,
\]

since the shock vector \( \varepsilon \) is unpredictable. This implies

\[
x_t = A x_t + B F x_t + C x_{t-1} + \varepsilon_t.
\]

Assuming that \( I - A - BF \) is invertible, we must have

\[
x_t = [I - A - BF]^{-1} C x_{t-1} + [I - A - BF]^{-1} \varepsilon_t.
\]

Thus, the conjectured solution is verified with \([I - A - BF]^{-1} C = F\). This is indeed a cross-equation restriction, where the fundamental parameters in \( A \) and \( B \) imply restrictions on the coefficients in matrix \( F \).

When estimating an equation like \( x_t = F x_{t-1} + u_t \), where \( u \) is a regression residual, it is necessary to recognize the restrictions which theory imposes on the coefficients in the \( F \) matrix. In the model example, this restriction involves nine equations in eight unknown parameters (contained in \( A, B, \) and \( C \)). Moreover, residual \( G\varepsilon \) has a variance-covariance matrix with six distinct elements, which gives six additional equations through

\[
\]

The variance-covariance matrix of \( \varepsilon \) has three distinct elements – since the three shocks are stochastically independent – which adds three fundamental parameters to be estimated. In total, the simple example has 15 equations and 11 unknown parameters. Thus, the system is over-identified as long as certain conditions are met.\(^\text{14}\) It

\(^\text{13}\)Here, \( A = \begin{bmatrix} 0 & a_y & 0 \\ 0 & 0 & b_r \\ c_\pi & c_y & 0 \end{bmatrix}, \quad B = \begin{bmatrix} a_{E\pi} & 0 & 0 \\ -b_r & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \) and \( C = \begin{bmatrix} a_\pi & 0 & 0 \\ 0 & b_y & 0 \\ 0 & 0 & c_i \end{bmatrix} \).

\(^\text{14}\)These conditions involve local invertibility of the mapping between the \((F, G)\) and the \((A, B, C)\) matrices.
can be estimated using maximum likelihood, and the cross-equation restrictions implied by the model can be tested explicitly by an over-identification test. Given parameter estimates, (estimates of) the fundamental shocks $\varepsilon$ are recovered.

Note also that the new equation system (6) is written as an autoregression in vector form: it is a VAR. This insight extends quite generally in the sense that structural models have VAR representations.\textsuperscript{15} In the example, we can translate the structural model into a VAR, using $[I - A - BF]^{-1}$ to map the true innovations $\varepsilon$ to the VAR residual $u$. The identification problem, in the case of the structural model, is precisely to find “the right $G$” or, equivalently, to find $A$, $B$, and $F$. Owing to this, finding the structural shocks in the VAR is closely related to finding the deep parameters of the system in (3)–(5). Clearly, if we manage to find $A$, $B$, and $F$, the identification problem of finding the fundamental shocks $\varepsilon$ is solved. Thus, there is a tight connection between finding the fundamental shocks in the VAR and finding the deep parameters of the system in (3)–(5).

Viewed in this light, Sargent’s method involved imposing a specific economic model, including well-defined dynamics – in the example, how the lagged terms appear – and then structurally estimating that particular model. Sims’s proposed method is an alternative: rely less on a specific model formulation and instead rely on a whole class of statistical models. Whereas Sargent’s method requires a convincing model of the economy, Sims’s method requires a convincing identification scheme.

In many macroeconomic models of current interest, the original microeconomically founded equations are non-linear rather than linear. This makes the cross-equation restrictions harder to characterize, and the estimation harder to carry out than in the simple linear example above. Moreover, modern estimation is not always carried out using classical maximum likelihood methods but rather by Bayesian techniques. Despite these complications, the central insights from Sargent’s work continue to guide empirical work today.

\textsuperscript{15} In terms of the specific identification method used by Christiano, Eichenbaum, and Evans (1999), recursive identification is not consistent with the simple structural model in our example. As expectations operators appear on the right-hand side of the equations, there are no zeroes in the $G$ matrix. The authors argue, however, that although expectations are crucial determinants of economic activity, all economic participants do not have the same information. By spelling out such informational differences, they show how recursive identification of the sort shown above is fully consistent with this extension of the model.
Different types of policy analysis  In the model discussed above, one can evaluate the effects of monetary policy in two different ways. One way would be to consider the effects of *temporary policy shocks*, in the sense of specific realizations of $\varepsilon_{i,t}$ — random shocks, so-called control errors, to the interest rate — for a given policy rule (i.e., for given coefficients $a_{i}$, $a_{x}$, and $a_{y}$). Policy analysis with the VAR methodology is the study of such policy shocks, i.e., unexpected (by the private sector) movements in the short-term nominal interest rate controlled by the central bank. Impulse-response diagrams are then used to trace the immediate and future impacts of a policy shock on macroeconomic variables.

The other way to evaluate monetary policy is to consider *changes in policy regimes*, i.e., lasting changes in the systematic reaction of policy to economic variables. After having structurally estimated the model economy and solved for structural parameter vectors $a$ and $b$, one may conduct counterfactual policy experiments by varying the coefficient vector $c$. Specifically, once the deep parameters in $a$ and $b$ have been identified, they are held constant as $c$ varies. However, the reduced form defined by $F$ and $G$, which describes the data, will indeed vary since these matrixes do indeed depend on $c$. This is the essence of the celebrated Lucas critique (1976).\(^{16}\) According to the estimation procedure sketched above, these variations in $F$ and $G$ are clear and predictable, as they arise only through the well-defined effects of $c$ on the reduced form. This implies that experiments, comparing different policy regimes, can be performed in a way that is immune to the Lucas critique.

The structural macroeconometric approach to policy analysis and the VAR approach were developed in parallel and reflect different views on government versus the private sector. Sims's view considers policy shocks as deliberate actions, which are unpredictable by the private sector; see Sims (1987). In other words, the information sets of the central bank and the private sector do not coincide. Policy shocks can thus be seen as deliberate actions from the perspective of the central bank, yet unpredictable from the perspective of the private sector.

Questions regarding the public's view of monetary policy and the Federal Reserve's view of the workings of the U.S. economy have been addressed in

\(^{16}\)In words, Lucas's point was that the researcher cannot hope to analyze policy experiments if the equations describing the economy ($F$ and $G$) are taken as unaffected by policy ($c$) when they actually are. The solution is thus to identify deeper, policy-robust parameters ($a$ and $b$) that in turn, along with policy, determine the equations of the economy.
recent related contributions by both Sargent and Sims. As mentioned above, Sargent, Williams, and Zha (2006) explicitly model central-bank learning in this process, and tentatively conclude that monetary policy in the 1970s was based on a temporary belief about the Phillips curve which was later revised.\footnote{A similar approach is followed in Primiceri (2006).} Sims and Zha (2006), on the other hand, formally estimate a regime-switching model and find some evidence of a policy switch, but only in terms of shock variances and not in terms of the nature of policy. Despite vigorous research in this area, these important issues have not yet been fully settled.

4 Other Contributions by Sargent and Sims

Sargent and Sims have continued their research on the interaction between money and economic activity. Both scholars have preserved in placing special emphasis on how expectations are formed. These contributions are briefly described below. Sargent and Sims have also made other important contributions to macroeconomics, broadly defined, which are not covered here.

Sargent and robust control Over the last decade, joint research by Lars P. Hansen and Sargent has explored an approach to decisionmaking and expectations formation known as robust control theory (see, e.g., their 2008 monograph Robustness). This approach assumes that households and firms act under strong aversion to uncertainty about the “true model” of the economy and adds a new dimension to expectations formation. Following the engineering literature, the central idea is that decisionmakers are not only averse to risk, but also do not know the true stochastic process which generates uncertainty. Moreover, they are very cautious and act as if they are playing a game with “nature” which systematically tries to harm them.

Formally, the decisionmaker solves a maxmin problem, i.e., maximizes his objective (the “max” part) under the assumption that nature selects the outcome that is worst for him (the “min” part). Such behavior reflects caution in that it guarantees a high lower bound on the solution. Expectations about the future are no longer those dictated by objective uncertainty – rational expectations – but rather embody a degree of pessimism.

An interpretation of robust control theory in economics is that households
and firms may not “know the model”, i.e., they do not fully understand what processes generate the uncertainty in their economic environment. In this sense, Sargent and Hansen’s new research program exploits a form of bounded rationality, albeit with agents who exhibit a high degree of sophistication, since they are still able to solve complex problems.

**Sims and rational inattention** An alternative approach to rational expectations formation is to directly model agents’ capacity constraints on information processing. This approach, labeled *rational inattention*, was initiated in Sims (2003, 2006). It relates to earlier literature in financial economics where all market participants may not have the same information. In the finance literature, this is most often modeled as different agents receiving different information signals. Owing to signal-extraction conditions and certain incompleteness of markets, all information is not revealed and spread through market prices (see Grossman and Stiglitz, 1980).

Rational inattention can potentially explain how different agents might act on different information sets. It is not that they cannot access the information, but that it is costly to interpret it. Sims imports the formal concept of Shannon capacity from information theory and shows how agents optimally choose the nature of the signals they will receive and upon which they subsequently will act. More informative signals allow better decisions but are also more costly, and agents have a limited amount of processing capacity available for different tasks. Thus, even if information is abundant, agents are restricted by their ability to interpret and act on information.

This research program suggests that rational inattention can produce sluggish movements in both prices and quantities, something which is observed in most contexts, as in the VARs discussed above. Earlier models, based on various kinds of adjustment costs, could generate sluggishness but then either for prices alone or for quantities alone. Another interesting insight in this context is that optimizing price-setting sellers may not choose prices on a continuous scale. They may instead select prices from a discrete set, because this allows efficient information processing for buyers, or because the sellers themselves face information-processing constraints. The literature on rational inattention offers a novel perspective on expectations formation and is attracting increasing interest.
5 Conclusion

Thomas J. Sargent and Christopher A. Sims developed the methods that now predominate in empirical studies of the two-way relations between money or monetary policy and the broader macroeconomy.

Sargent is the father of modern structural macroeconometrics. He has shown how to characterize and estimate modern macroeconomic models relying on full microeconomic foundations and he has demonstrated the power of this approach in numerous applications. More generally, Sargent has pioneered the empirical study of expectations formation. He has not only demonstrated how active expectations can be incorporated into empirical models, but has also been at the forefront of further work on expectations formation itself, by considering many alternatives, including learning. Sargent has made substantive contributions to the study of monetary policy in his analyses of historical inflation episodes throughout the world.

Sims is the father of vector autoregressions (VARs) as an empirical tool in macroeconomics. This has become an indispensable tool for applied researchers, alongside structural econometrics. Sims spearheaded the use of VARs as an overall approach for studying macroeconomic aggregates: for interpreting time series, for forecasting, and for policy analysis. Since his early papers in the 1970s, Sims has contributed in many ways to the further development of VAR methodology and to its successful application. VAR analysis has provided a prolific means of identifying macroeconomic shocks to variables like technology and monetary policy, and of examining the causal effects of such shocks.

In their entirety, the research contributions of Sargent and Sims are not merely always and everywhere central in empirical macroeconomic research – it would be nearly impossible to imagine the field without them. Thomas J. Sargent and Christopher A. Sims are awarded the 2011 Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel

for their empirical research on cause and effect in the macroeconomy.
6 References


Sims, Christopher A., James H. Stock and Mark W. Watson, (1990), "Inference in Linear Time Series Models with Some Unit Roots", *Econometrica* 58, pp. 113-144.


